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Assimilation Control of a Robotic Exoskeleton for
Physical Human-Robot Interaction
Guoxin Li , Zhijun Li , Fellow, IEEE, and Zhen Kan , Member, IEEE

Abstract—The ability of human operators in estimating the
partners’ motion intention and utilizing it for collaboration brings
valuable enlightenment to human-robot systems. Motivated by
these observations, this letter introduces an assimilation control
method that reshapes the physical interaction trajectory in the
interaction task, which enables the exoskeleton robot to estimate
the subject’s virtual target from the interaction force and adapt
its own behavior. Under the assumption that the virtual target is
determined by the control gains, the stability of the human-robot
system is guaranteed, and the proposed scheme realizes continuous
interaction behaviors from cooperation to competition. Then an
adaptive controller is designed to enable the robot to directly
deal with uncertain dynamics and joint space constraints. The
experiment verifies how the assimilation control method assists
the subjects in a collaborative execution or gradually competes
with them to avoid collisions. Compared with related literature,
our approach is able to realize safe manipulation (e.g., obstacle
avoidance) and broader interaction behaviors by reshaping the
interactive trajectory using force feedback only, without continuous
manual guidance as in many existing methods.

Index Terms—Physical human-robot interaction, intention
recognition, assimilation control, safety in HRI.

I. INTRODUCTION

MOTOR behaviors can be significantly improved for col-
laborative tasks via interaction forces in physically in-

teracting humans [1], [2]. Recently, the studies of physical
interactions in human-robot systems have attracted growing
research attention, such as applications in surgical robots [3] or
the neuro-rehabilitation robots [4]. It is plausible that physical
human-robot interaction (pHRI) is crucial to the success of
collaborative robot behaviors [5], especially for wearable robotic
exoskeletons.

When collaborative robots are in physical contact with hu-
mans to perform tasks, it is observed that robots that understand
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Fig. 1. Several different types of task models during pHRI. (a) The divisible
task. (b) The interactive task. (c) The antagonistic tasks. ei is the error relative to
the target, and ri is the reward added when the state is close to the target (i = 1
represents the human, and i = 2 represents the exoskeleton).

the movement intentions of operators can improve interaction
and performance. A great deal of efforts have been devoted
to revealing these outcoming [6], and motion intention of the
user during physical interaction tasks can be estimated by force
feedback [7], [32], hybrid perception [8], [9] or physiological
signal recognition (like surface electromyogram) [10]–[12].
Thereby, the user’s motion intention is prescribed as a reference
trajectory or feedback enhancement of a robot. However, these
approaches rely on accurate or computational modeling and
trajectory generation with multi-parameter complex operations,
or finite discrete motion signals obtained by online or offline
training and demonstrations, leading to various restrictions in
physically real interaction. In [13]–[16], the motion intention
is defined as a set of states, e.g., the user’s limb future position
or motor primitives, which is capable of offering continuous
movement prediction of the user’s behavior. However, the
parameters based on motion model in these methods are
required to be either known or can be accurately estimated.
Learning from but different from the aforementioned results
and inspired by [17], this letter proposes an assimilation method
to incorporate human motion intention by developing a virtual
target, rather than direct estimation of the user’s intention, to
enable continuous prediction of future movement.

Once the user’s motion intention could be estimated, interac-
tive robots would be instructed to cooperate with human move-
ment or counteract it. As shown in Fig. 1, a simple task where
both interacting parties can pull a rope to approach the pallet is
considered, which shows that different interaction modes bring
differentiated results [18]. The orange dashed rectangular box
represents the initial position of the pallet, while the orange solid
box is the target position to be approached. In the divisible task,
each operator contributes to its own subtask, where the two are
independent (If |e1| ↓ or |e2| ↓, then |e| ↓). In the interactive task,
two operators must cooperate to complete the task successfully
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(If |e1| ↓ and |e2| ↓, then |e| ↓). In the antagonistic tasks, the
performance of one operator is against the other (If |e1| ↓, then
|e2| ↑). Extensive efforts have been devoted in the last decades.
Master-slave(or leader-follower) behaviour mode is widely used
in human-robot systems, where the slave robot is fully controlled
to follow the movement or force imposed by an operator [19].
This kind of control law fails to make the robot proactively
adapt to movement during the interaction with the user. In [20],
an adaptive motion generation strategy that employs a class of
parameterized dynamical systems is designed to enable robots to
compliantly follow the intention of human in a multi-task setting.
In [21], an adaptive control strategy using the dynamical move-
ment primitives is designed to estimate the human motor fatigue,
which yields a sharp reduction in human efforts. Additionally, by
fully utilizing the information offered by their interactions, more
efficient task-sharing could be mutually beneficial for both the
robot and its user [22]. In [23], [24], the robot adapts its control to
the partner’s behavior by shared control. In [25], a shared control
architecture is used to appropriately fuse the human and the robot
inputs to facilitate the human to freely navigate while avoiding
obstacles. Game theory (GT) is also adopted to dissect diverse
interactive behaviours. However, the knowledge of the partners
dynamics and control strategies are often assumed in GT based
framework, which are not always available in practice [26].
Other control methods are determined by interaction tasks, such
as “less-than-needed assistance” to facilitate efforts in physical
rehabilitation [27], or a “antagonistic behavior” that violates
the operator’s assumptions [28]. For instance, the surgical robot
may need to suppress the surgeon’s movements to avoid cutting
important organs that the surgeon ignores [29]. However, these
efforts focus on a single interactive behavior. To make it possible
in completing more interaction, such as in Fig. 1, in this study,
an assimilation control method is developed that allows smooth
transitions of robot behavior from assistance to competition to
facilitate human-robot interaction, without the need of manual
guidance.

The robot’s trajectory reconstruction during the pHRI in this
study depends on the user’s virtual target via force feedback.
The impedance control is first proposed to address the instability
caused by force control in [30]. Moreover, robot dynamics and
interactive dynamics are required. In [31], [32], the movement
of the robot is generated by the admittance control. Although
the control purpose is to ensure tracking performance, the inter-
action force is treated as an external disturbance item, where the
flexibility of the tracking is not considered. In [33], [34], refer-
ence trajectory adaptation is designed for the collaborative task,
where human motion characteristics are considered. This letter
designs a dynamic method by introducing the user’s control gain
to continuously predict the trajectory and develops an adaptive
controller to track it.

There are three main differences in the proposed trajectory
reconstruction assimilation control compared with other interac-
tion control. First, a virtual target determined by human motion
intention is designed in the assimilation control, which does
not require accurate estimation of human control and elimi-
nates many constraints in most existing methods, such as the
knowledge of limb model or motion parameters [13]–[16], or

Fig. 2. The framework of the proposed assimilation control in pHRI.

sensing measurement [35]. Second, the assimilation control
provides diverse interactive behaviors from assistance to com-
petition determined by open parameters over the methods con-
cerning roles switching [22]–[24]. Third, an adaptive controller
is designed to enable the robot to track the reshaping trajectory
accurately by utilizing the human virtual target while avoiding
obstacles.

Previous works that consider physical human-computer inter-
action include [32], [34], [36]–[40]. In [36], [37], coordination
control is realized by the human-robot skill transfer utilizing
the impedance parameters and interaction force. In [38], [39],
human motion intention is obtained by interaction force to
complete cooperative task. In [40], interpersonal collaboration
models are considered to complete asymmetric cooperation
control of dual-arm exoskeletons, which enables the robot to
successfully track target with two operator. However, the above
works only focus on the single mode of human-robot cooperative
behavior.

In this letter, an assimilation control method for reshaping
the trajectory according to the interactive environment during
pHRI is proposed. First, a virtual target determined by human
motion intention is designed to generate reference trajectory,
without relying on accurate estimation of human control. The
assimilation control then provides continuously changed inter-
active behaviors from assistance to competition determined by
open parameters while avoiding obstacles. Finally, an adaptive
controller is designed to enable the robot to track the generated
trajectory accurately. The control strategy consists of two closed-
loop, as shown in Fig. 2. The inner loop includes an adaptive
controller that deals with unknown mass and moment of inertia
in the robot’s dynamics, while the outer loop takes the user’s
intention into account and adjusts the interaction model. The
experiments performed on the exoskeleton demonstrate how the
assimilation control method assists the subjects in movement or
competes against them to produce antagonistic behavior for safe
obstacle avoidance.

II. PRELIMINARIES

A. Human-Robot System Dynamics

Consider an interactive task between a robotic exoskeleton
with n degree of freedom (DOF) and a subject, where the
dynamics of the robotic exoskeleton is

M(q)q̈ + C(q, q̇)q̇ +G(q) + f = τ + τe(t) (1)
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where q ∈ Rn is the joint position of the robotic exoskeleton,
τ ∈ Rn is the control input to the exoskeleton’s joint, τe ∈ Rn is
the torque exerted by the user during the interaction between the
exoskeleton and the human. M(q) ∈ Rn×n, C(q, q̇) ∈ Rn×n,
and G(q) ∈ Rn are the inertia term, the centripetal and Coriolis
term, and the gravitational term of the robotic exoskeleton,
respectively, f ∈ Rn represents the unknown uncertainties to
the system, e.g., the friction coefficients, residual time-varying
disturbances, such as stiction or torque ripple.

Property 1: [41] Ṁ(q)− 2C(q, q̇) is skew-symmetric, thus
βT (Ṁ(q)− 2C(q, q̇))β = 0, ∀β ∈ Rn.

Property 2: [42] M−1(q) exists, and is also positive defi-
nite and bounded, i.e., ‖M−1(q)‖ < �, where � is a positive
constant.

Property 3: [43] There exists a constant parameter W ∈ Rm

whose entries are determined by the robot’s dynamics param-
eters including masses, moments of inertia, etc, such that the
dynamic terms in Eq. (1) can be linearly parameterized as

M(q)ξ̇ + C(q, q̇)ξ +G(q) = Y (q, q̇, ξ, ξ̇)W (2)

where Y (q, q̇, ξ, ξ̇) ∈ Rn×m is the dynamic regressor matrix,
and ξ ∈ Rn is a vector of differentiable function.

Assumption 1: [44] The system’s uncertainties representing
the friction and disturbances f satisfy

‖f‖ ≤ d1 + d2‖z1‖+ d3‖ż1‖ (3)

where d1, d2, and d3 are positive constant, z1 and ż1 are the
tracking error of the system and its derivative, respectiviely.

The dynamics in (1) can be rewritten in the task space as

Mxẍ+ Cxẋ+Gx + Ff = u+ uh (4)

where x ∈ Rm is the position of the exoskeleton’ end effector,
which can be computed based on forward kinematics as

x = Φ(q) (5)

ẋ = J(q)q̇ (6)

where Φ(•) ∈ Rn → Rm is a nonlinear kinematic equation
that maps the joint space to the task space and J(q) ∈ Rm×n

is the Jacobian matrix of the exoskeleton. u ∈ Rm denotes
the input of the exoskeleton to the end effector, u = J †T (q)τ ,
where J †T (q) represents the pseudo inverse of JT (q), uh ∈
Rm denotes the interactive force which is exerted on the end
effector by the human, uh = J †T (q)τe, and Ff = J †T (q)f .
Mx, Cx, and Gx are all functions of q or q̇ and the argu-
ments of Mx, Cx and Gx are omitted for convenience of anal-
ysis. And Mx = J †T (q)M(q)J †(q), Cx = J †T (q)[C(q, q̇)−
M(q)J †(q)J̇(q)]J †(q), Gx = J †T (q)G(q).

Let x1 = [q1, q2, . . ., qn]
T , x2 = [q̇1, q̇2, . . ., q̇n]

T , then the
interaction dynamics can be written as:

ẋ1 = x2 (7)

ẋ2 = M(q)−1(τ + τe − f −G(q)− C(q, q̇)x2) (8)

The purpose of the control is to ensure that the variable x1

continuously tracks the desired trajectory of the joints, thus
enabling the robot’s end to track the target trajectory in the
presence of an interaction force. Besides, the closed-loop signals

need to be bounded and converged, which satisfies |x1,i(t)| <
kci, i = 1, 2, . . ., n, ∀t > 0.

B. Assimilation of the Human’s Intention

To efficiently adjust interaction behaviours, the robotic ex-
oskeleton is required to know the human’s target position. Sup-
posing that q and q̇ are available, x and ẋ could be calculated.
Then a control law τ could be generated to control the joints of
the exoskeleton to perform the desired motion, which ensures the
end position x moves to the target. In [2], a dynamics model is
developed based on the interaction force that couples the partic-
ipants’ positions for physically interacting tasks. Assuming that
the control input from the human is related to his own control
gain, similar to [17], the force exerted to the exoskeleton by the
human operator is modeled as

uh = −κh,1(x− χh)− κh,2(ẋ− χ̇h) (9)

where κh,1 ∈ Rm×m and κh,2 ∈ Rm×m are control gains, χh ∈
Rm is the human’s target position. This model shows how the
human operator interacts with the exoskeleton to move to the
target position via control feedback, which will be exploited to
generate the estimation of the human’s target and then used in
the control of the exoskeleton via uh if κh,1 and κh,2 are known.

The human’s control input uh can be measured by a force
sensor and the exoskeleton’s position x and ẋ can be obtained
by (5) and (6) using q and q̇. To eliminate the requirement that
the control gains are estimated from the neuromechanics [45],
the virtual human’s target χν

h is used, which is derived from
randomly selected control gains through [17]

uh = −κν
h,1(x− χν

h)− κν
h,2(ẋ− χ̇ν

h) (10)

where the virtual human control gains κν
h,1, κ

ν
h,2 are predefined.

For example, the average values measured from many people
may be chosen as the virtual human control gains.

Eq. (9) indicates that the actual position x depends on the hu-
man’s target position χh in the presence of interaction force uh.
In other words, the interaction is determined by the exoskeleton’s
position x and the human’s target position χh. For example, it is
considered to be the assistance when x = χh, where the robot
uses the human’s target with no or less interaction force. When
x = χr (χr is defined as the robot’s original target position), the
robot performs its original target χr independently. Moreover,
x = 2χr − χh may be viewed as antagonistic interaction and
the robot follows its own target to restrain the human’s target.
These special cases reflect how the robot’s interaction behaviors
change by relying on the influence of the assimilation of the
human’s intention. Thus, skillfully planning the relationship
between x and χh can realize specified and diverse behavior
strategies during the interaction tasks.

By solving the differential equation (10), the virtual human’s
target is calculated as

χν
h = C1e

c1t + C2 (11)

where c1 = −κν
h,1

κν
h,2

, C1 = x− ẋ 1
c1

+ uh

κν
h,1

, and C2 = −C1.

In order to generate a general interaction behaviour, a re-
shaped target xr of the robot is designed according to the virtual
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human’s target by [17]

xr = γχr + (1− γ)χν
h (12)

where the weight γ ≥ 0 determines whether the exoskeleton
performs cooperative or antagonistic behavior. Particularly, γ =
0 indicates assistive behaviour in which the exoskeleton mirrors
the operator’s control inputs. The exoskeleton is cooperative if
0 < γ < 1. When γ = 1, the exoskeleton operates according
to its own reference target χr while ignoring the interaction
force from the operator. Finally, γ > 1 indicates antagonistic
behaviour. Different tasks can have different values γ, which is
task-dependent.

C. Control Design and Stability Analysis

Define the errors z1 and z2 as:

z1 = x1 − qr (13)

z2 = x2 − α1 (14)

where qr denotes the desired trajectory of the joints, qr =
[q1r, q2r, . . ., qnr]

T , α1 ∈ Rn is the virtual control to z1. And
we have

ż1 = ẋ1 − q̇r = z2 + α1 − q̇r (15)

Consider V1 = 1
2z

T
1 z1 as a Lyapunov function candidate, and

taking time derivative of V1 yields

V̇1 = zT1 ż1 = zT1 (z2 + α1 − q̇r) (16)

Let α1 = q̇r −K1z1 with K1 ∈ Rn×n and λmin(K1) > 0, and
substitute it to (16):

V̇1 = −zT1 K1z1 + zT1 z2 (17)

Differentiating (14) yields

ż2 = ẋ2 − α̇1

= M(q)−1(τ + τe − f −G(q)− C(q, q̇)x2)− α̇1 (18)

where α̇1 = −K1ż1 + q̈r. An augmented Lyapunov function is
considered as V2 = V1 +

1
2z

T
2 M(q)z2, so

V̇2 = V̇1 + zT2 M(q)ż2 +
1

2
zT2 Ṁ(q)z2

= − zT1 K1z1 + zT1 z2 + zT2 (τ + τe − f −G(q)

− C(q, q̇)x2 −M(q)α̇1 +
1

2
Ṁ(q)z2) (19)

According (14) and Property 1, we have

V̇2 = − zT1 K1z1 + zT1 z2 + zT2 (τ + τe − f −G(q)

− C(q, q̇)(z2 + α1)−M(q)α̇1 +
1

2
Ṁ(q)z2)

= − zT1 K1z1 + zT1 z2 + zT2 (τ + τe − f

−G(q)− C(q, q̇)α1 −M(q)α̇1) (20)

Thus, the control input could be designed as follows:

τ = −z1 −K2z2 + f +G(q) + C(q, q̇)α1 +M(q)α̇1 − τe
(21)

where K2 ∈ Rn×n and λmin(K2) > 0. However, the above
control is not applicable due to the unavailable uncertainties
f , and unknown dynamics terms of G(q), C(q, q̇),M(q). To
address unknown dynamics, Property 3 is used and we have

Y (Z)W = G(q) + C(q, q̇)α1 +M(q)α̇1 (22)

where Y (Z) ∈ Rn×m is the dynamic regressor matrix, Z =
[xT

1 , x
T
2 , α

T
1 , α̇

T
1 ]

T , and W ∈ Rm is a constant vector deter-
mined by the unknown dynamic parameters. Since uncertain
robot’s dynamics exists, such that

Y (Z)Ŵ = Ĝ(q) + Ĉ(q, q̇)α1 + M̂(q)α̇1 (23)

where Ŵ represents the estimate of W , and Ĝ(q), Ĉ(q, q̇),
M̂(q) represent the approximate term for G(q), C(q, q̇),M(q),
respectively, and Ŵ follows the updated law as

˙̂
W = −ΓY T (Z)z2 (24)

whereΓ ∈ Rm×m is a positive-definite symmetric matrix, which
determines the rate of the updated. Therefore, instead of (21),
an adaptive control law is written as

τ = −z1 −K2z2 + f̂ + Y (Z)Ŵ − τe (25)

where f̂ (referred to Assumption (1)) is used to deal with the
uncertainty effects (friction, disturbance, etc.) with

f̂ = [f̂1, f̂2, . . ., f̂n]
T (26)

f̂i = −(d1 + d2‖z1‖+ d3‖ż1‖)sgn(z2i) (27)

Theorem 1: Given the robotic dynamics (7) and (8), using
(25), together with (26), and (27), and the updated law (24), the
control signals z1, z2, W̃ converges asymptotically to zero in
the closed-loop system.

Proof: Substituting the control (25) into (20)

V̇2 = − zT1 K1z1 − zT2 K2z2 + zT2 (f̂ − f) + zT2 Y (Z)W̃
(28)

where W̃ = Ŵ −W . The extended Lyapunov candidate is de-
signed as

V3 = V2 + 1/2W̃TΓ−1
i W̃ (29)

Taking time derivative of V3, we have

V̇3 = V̇2 + W̃TΓ−1
i

˙̃W

= − zT1 K1z1 − zT2 K2z2 + zT2 (f̂ − f)

+ zT2 Y (Z)W̃ + W̃TΓ−1
i

˙̃W (30)

Given zT2 Y (Z)W̃ = W̃TY T (Z)z2, ˙̃W =
˙̂
W with (24), such

that

zT2 Y (Z)W̃ + W̃TΓ−1
i

˙̃W = W̃TY T (Z)z2 + W̃TΓ−1
i

˙̃W

= W̃T (Y T (Z)z2 + Γ−1
i

˙̃W ) = 0
(31)
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Since

zT2 f̂ =

n∑
i=1

z2i[−(d1 + d2‖z1‖+ d3‖ż1‖)sgn(z2i)]

=

n∑
i=1

[−(d1 + d2‖z1‖+ d3‖ż1‖)|z2i|]

≤
n∑

i=1

(−‖f‖ · |z2i|) (32)

−zT2 f ≤ ‖zT2 ‖ · ‖f‖ (33)

where ‖zT2 ‖ =
∑n

i=1 |z2i|, such that

zT2 (f̂ − f) ≤
n∑

i=1

(−‖f‖ · |z2i|) + ‖zT2 ‖ · ‖f‖ = 0 (34)

Substituting (31) and (34) into (30), it can be derived that

V̇3 ≤ −zT1 K1z1 − zT2 K2z2 ≤ 0 (35)

Thus the theorem is proved, and the controller is globally
asymptotically stable. �

Remark 1: As can be seen from the control law (22), (23)
and (24), the controller uses only general information about the
robot dynamic equation. The matrix M(q), C(q, q̇), and G(q)
are completely unknown and no information on their possible
sizes is required. By utilizing the selected parameters, i.e.,
K1 = KT

1 > 0 and K2 = KT
2 > 0, linearized dynamics terms

(22), and compensation terms (26) and (27) with respect to these
uncertainties whose supremum is known, the adaptive control
law (25) can ensure system’s robustness and stability, even if the
parameters are uncertain.

III. EXPERIMENTS

A. Experimental Protocol

Experiments including two trials are carried out on the de-
veloped dual-arm exoskeleton robot to verify that whether the
proposed trajectory assimilation control method can assist or
resist the subject during the interactive task. Each side of the
exoskeleton has six DOF actuated by the motor (Maxon motor.
EC90/50/15flat, ELMO motion control LTD Driver), as shown
in Fig. 3. A 6-axis force sensor (SRI. M3703 C) is equipped on
the handle to measure the force, and the sampling frequency is
set as 1000 Hz. The joint angular positions q of the exoskeleton
can be measured by encoder (Netzer. DS25).

As shown in Fig. 4(a) and 5(a), the flexion/extension of
the shoulder and elbow joint in one side of the exoskeleton
is involved with the trials in X-Y plane, with the lengths of
two links being L1 = 0.26m and L2 = 0.41m and the joint
angles q1 and q2. Therefore, the dynamics of a 2-DOF robot is
considered in this study. The regressor matrix Y (Z) defined in
(22) is constructed as

Y (Z) =

[
Y11 Y12 Y13 Y14 Y15

Y21 Y22 Y23 Y24 Y25

]
(36)

where α1 = [α11, α12]
T , α̇1 = [α̇11, α̇12]

T , Y11 = α̇11,
Y12 = α̇11 + α̇12, Y13 = (2α̇11 + α̇12)cos(q2) −α12(q̇1 +

Fig. 3. Experimental platform where the subject with a robotic exoskeleton
performs the motion with the robot.

Fig. 4. Experimental results of the trial I of a representative participant, where
the exoskeleton drives the subject to track a free trajectory, and the weight γ is
1. (a) Schematic of tracking a free trajectory. (b) The tracking performance of
the robot’s end in the task space.

q̇2)− α11q̇2sin(q2), Y14 =cos(q1), Y15 =cos(q1 + q2),
Y21 = 0, Y22 = α̇11 + α̇12, Y23 = α̇11cos(q2) + α11q̇1sin(q2),
Y24 = 0, Y25 =cos(q1 + q2). The constant vector W
is specified as W = [W1,W2,W3,W4,W5]

T , W1 =
m1L

2
c1 +m2L

2
1 + Ic1, W2 = m2L

2
c2 + Ic2, W3 = m2L1Lc2,

W4 = m1gLc1 +m2gL1, W5 = m2gLc2, where m1 and m2

are the unknown masses of the links, Lc1 and Lc2 are the
unknown length from the centroid of the joint to the center of
gravity, Ic1 and Ic2 are the unknown inertias of the links around
the center of gravity, and g is the acceleration of gravity.

Initially, all subjects are required to wear the exoskeleton to
track the same preset desired trajectory x = [X,Y ]T , which
satisfies the function with respect to time t as{

X = 0.35 + 0.3cos
(−π

4 cos
(
π
8 t
)
+ π

4

)
(37)

Y = 0.3sin
(−π

4 cos
(
π
8 t
)
+ π

4

)
(38)

It can be seen that the trajectory is a quarter arc with a radius
of 0.3m around (0.35,0) of the center. The velocity of the end
is time-varying and satisfies a sinusoidal function with a period
of 16 seconds.

In the trial I , the robot drives the subject to follow a free
trajectory as shown in Fig. 4(a), where there are no obstacles and
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Fig. 5. Experimental results of the trial II , where the robotic exoskeleton
adjusts the target trajectory using dynamic γ while interacting with the subject
from assisting to antagonism. The virtual wall is invisible in front of the subject.
(a) Schematic of the tracing task with an invisible wall. (b) Variation of trajectory
value of the end position in the task space, which includes the virtual human’s
target (the gray solid line), the original desired or reference target (the blue solid
line), and the reshaped target (the orange solid line).

TABLE I
PARAMETERS OF THE CONTROLLER

γ is 1. In the trial II , a virtual wall is set 0.25m away from the
subject and the exoskeleton along the Y-axis, and the exoskeleton
needs to cooperate with the subject to perform a safe interactive
task using dynamic γ, as shown in Fig. 5(a). During the trials,
the subjects hold the handle and apply proper force according to
the scene to generate a reshaped reference trajectory. The preset
reference trajectory and the end position of the subject will be
displayed on the computer screen in real-time during the interac-
tion, so that the exoskeleton can adjust the interactive behavior
depending on a reshaped reference trajectory. Three subjects are
informed of the requirements in advance and participated in the
experiments. Additionally, they are also provided the informed
consent. Approval of all ethical and experimental procedures and
protocols is granted by Ethics Committee of Yueyang Integrated
Traditional Chinese and Western Medicine Hospital Affiliated to
Shanghai University of Traditional Chinese Medicine (Approval
No. 2019–014).

B. Experimental Results

Two trials demonstrate how to adjust the target trajectory
xr depending on the force exerted by the subject during the
interaction. The control gains and related parameters are listed
in Table I, where I5 ∈ R5×5 is the identity matrix.

1) The Exoskeleton Drives the Subject: In the trial I , the
subjects’ shoulders and elbows are relaxed, and the exoskeleton
drives the subject to perform a 1

4 circle of the desired trajectory

Fig. 6. Experimental results of the trial I and II . (a) and (b) The tracking
performance of the shoulder joint. (c) and (d) The tracking performance of the
elbow joint.

and the weight is set as the constant γ = 1, which is shown in
Fig. 4. During the interaction, the subjects’ arm is relaxed, and
the trajectory does not reshape. Fig. 4(b) shows the tracking
trajectory of the actual position and the desired position of the
robot in the task space, and Fig. 6(a) and 6(c) show the tracking
performance of the shoulder and elbow joints’ angles, respec-
tively. The results indicate that the proposed control scheme can
achieve stable assisted motion in this scenario and the designed
adaptive control law can ensure robust tracking performance
with the uncertainty effects of the system.

2) Dynamic Adjustment of Interactive Behavior: In the trial
II , the virtual wall is invisible to the subject and is assumed to
be known to the robot. The assimilation control could estimate
the subject’s target when approaching the wall, and foresee
a collision, so that it can reshape the exoskeleton’ reference
trajectory by dynamically adjusting the value of γ using

γ =

{
10p, 0 ≤ p < 0.2
2, 0.2 ≤ p

(39)

where p is defined as the distance between the subject and the
invisible wall along Y axis. With γ increased, the continuous
transition of the robot from assisting to antagonism is arising
while there is a virtual obstacle. In full antagonism (γ = 2), the
reshaped target trajectory is set to xr = x (the orange solid line),
thus maintaining its current state.

Fig. 5 shows how the exoskeleton uses the proposed assimi-
lation control to achieve a series of naturally changing interac-
tive behaviors. At the initial moment, the trajectory reshaping
controller parameter γ is 0. At this time, the exoskeleton robot
follows the subject’s movement, and the parameter γ gradually
increases as the subject moves. When γ increases to 2, the
reshaped reference trajectory of the exoskeleton robot remains
unchanged in the Y direction, leaving the movement in the X
direction. Therefore, the dynamic adjustment of γ makes the
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Fig. 7. The experiments demonstrate how the trajectory reshaping assimilation controller can simultaneously assist in free movement and prevent participants
from colliding with obstacles under the different control gains. The sample experimental results of representative participant’s interacting under (a) stiff control
gain, (b) medium control gain and (c) compliant control gain.

TABLE II
THE PARAMETERS OF DIFFERENT CONTROL GAIN

interactive behavior between the exoskeleton and the human
gradually changed from assistance to confrontation.

It is worth noting that after the parameter γ is increased to 2,
the coordinate value of the Y direction of the target trajectory
in the task space is nearly unchanged. At this time, the speed
has a step jump, and the chattering occurring at (0.5736, 0.2) of
the coordinate point in Fig. 5(b) indicates that the exoskeleton
begins to compete against the subject, then converging to zero
in error fast and tending to be stable in tracking synchronously.
The experimental results show that the trajectory reshaping
assimilation controller can effectively estimate the subject’s
motion intention, dynamically adjust the interactive behavior
according to the interactive scene, and achieve obstacle avoid-
ance through reshaped trajectory. Fig. 6(b) and 6(d) show the
tracking performance of the shoulder and elbow joints’ angles,
respectively, which verifies that the controller can ensure the
stability of tracking during dynamic interactive behaviors.

Further, we verify and test the effectiveness of the assimilation
control methods under the three control gains: stiff control
gain (κν

h,1= diag(15,20), κν
h,2= diag(1.5,1.5)), medium control

gain (κν
h,1= diag(8,10), κν

h,2= diag(0.9,0.9)), and compliant
control gain (κν

h,1= diag(5,6), κν
h,2= diag(0.4,0.5)) (Table II).

Fig. 7 shows the sample experimental results of representative
participant’s interacting under stiff control gain, medium control
gain and compliant control gain. When the human control gain
is small, the derived virtual target is far from the reference
trajectory. When the control gain is large, the derived virtual
target is close and still larger than the reference trajectory.
Interestingly, all trajectory reshaping assimilation controllers
can prevent collisions effectively and provide safe interaction.

Depending on the humans virtual target, the proposed tra-
jectory reconstruction assimilation control can determine the

robot’s behavior and provide motion guidance and safer obsta-
cle avoidance from the assistance behavior to the antagonism.
However, this method requires a priori or experimental human
control gain. A near future prediction of avoiding collisions
during three different control gains experiments has proved to be
useful. However, how to identify the optimal value for the control
gain and assistive or resisted time determined by the weight is
critical to the application, such as physical rehabilitation and
robot-assisted surgery.

IV. CONCLUSION

This letter introduces a trajectory reshaping assimilation con-
trol strategy to properly change the physical interaction behav-
iors between robots and humans. The control method allows the
robot to estimate the human movement using the human’s target
position, so the human’s near future behavior will be predicted.
The stability and robustness of the controller are proved. The
verified experiments show that the proposed method can assist
human movement or resist human to avoid collisions, which
shows a flexible and broader spectrum levels of interaction
behaviors. Future work will focus on the effective determination
of control gain through prior knowledge and reinforcement
learning. Additionally, extensive experimental research should
be conducted to find an acceptable level, where we can tell when
assistance or confrontation behavior is acceptable during the
practical application such as the operation.
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